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Abstract:

The goal of ReProVide is to provide novel hardware and optimisation techniques for scalable,
high-performance processing of Big Data. The Programmable System-on-Chip (PSoC) architecture
of ReProVide includes a reconfigurable FPGA for the support of hardware accelerators for various
operators on relational and streaming data. Such PSoCs can be used to process data directly at the
source, such as data from attached NVMes, using application-specific accelerators. For example,
compute-intensive tasks such as JSON parsing can be offloaded to the hardware accelerators, reducing
CPU load. In addition, reducing the volume of data at an early stage avoids unnecessary data
movements, resulting in lower energy consumption. This demo illustrates the opportunities and
benefits of hardware-reconfigurable, FPGA-based PSoCs for near-data processing. The demo allows
users to run two queries and select which operations should be pushed onto the SoC for near-data
hardware acceleration. From no acceleration to maximum acceleration, a 52× improvement in
throughput and 67× lower energy consumption can be observed.
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1 Introduction

The exponential growth in the volume, velocity, and variety of data stored on servers around
the world presents significant challenges. Efficiently analyzing petabytes of data within a
reasonable amount of time and energy budget requires large-scale parallel data processing
at the source. As a remedy, current research proposes new hardware architectures to reduce
data volume early in the processing chain. To take advantage of these novel systems, new
query analysis and optimisation techniques are needed.
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Fig. 1: Overview of a ReProVide cluster (left) where multiple RPUs are connected to a host, which
schedules multiple applications (as shown by example right) on the cluster. RPUs can process relational
data originating from local storage devices as well as ingress streaming data from external sources.

ReProVide (Reconfigurable Data Provider), as depicted in Fig. 1, proposes and explores
FPGA-based solutions for intelligent storage and near-data processing, coupled with new
query optimisation methods. Our approach exploits the speed and flexibility of FPGA
technology to provide scalable, efficient pre-filtering of Big Data.

The ReProVide demo features a cluster of FPGA-based Programmable System-on-Chip
(PSoC) architectures called Reconfigurable Data-Provider Units (RPUs) (see Fig. 2a).
RPUs can function as storage-attached devices, interfacing directly with two NVMe SSDs,
as well as network-attached devices, processing incoming streaming data from a 10Gbit
Ethernet interface. For processing and filtering, RPUs take advantage of the dynamic,
run-time reconfigurability of modern FPGAs to load pre-designed hardware accelerators
on demand. ReProVide enables hardware-based processing of user-defined queries. The
query-specific filtering performed by RPUs significantly reduces the vast amount of data at
the source, thereby minimising one of the primary drivers of energy consumption in data
center networks: data movement [Bo18].

To integrate RPUs into a Database Management System (DBMS) and take full advantage of
their capabilities, we use novel optimisation techniques to optimise for multiple objectives
(e.g., latency, throughput). These techniques determine which operations are best suited for
execution on RPUs (see Fig. 1, right), utilising cost models that account for the performance
and characteristics of RPUs. Additionally, the optimiser decides how to deploy and execute
the assigned sub-queries or database operators on hardware accelerators, which are mapped
to RPUs via hardware reconfiguration.



(a) ReProVide cluster (b) Interactive demo dashboard

Fig. 2: In the ReProVide demo, two queries using different RPU accelerators can be executed live on
the ReProVide cluster (a). The query results and statistics can be viewed directly on the dashboard (b).

2 Related Work

FPGAs are emerging as a promising architecture for many Big Data applications. This is
due to their ability to implement parallel, deeply pipelined hardware accelerators that are
perfectly tailored to specific operations. In addition, FPGAs support run-time reconfiguration,
allowing hardware accelerators to be dynamically swapped out to adapt to changing queries.
FPGAs can be attached directly to CPUs as co-processors, as proposed in [CO14; KT11;
Ma19; Wa16; Zi16]. The CPU is responsible for transferring the data to the local memory
of the FPGA, which can then process this input [Fa20]. This results in a lot of additional
data movement, making this approach less energy efficient [Bo18].

In shared memory systems, such as those proposed in [Mo23; Si17a; Si17b; St15], the
CPU and FPGA can both access the same main memory [Fa20]. While this helps to avoid
additional memory transfers, the CPU and FPGA share not only the same memory but
also the memory bus. The bandwidth required by the accelerator can therefore limit the
processing speed of the CPU. Near-data processing systems such as [Be15; Be22; MTA10;
TWN13; WIA14] differ significantly. Here, the FPGA is placed between the data source
and the CPU. Even then it might not be possible to fully process a query on the FPGA, but
it can significantly accelerate certain tasks such as filtering data. ReProVide follows the
near-data processing design principle.

3 Demonstration Setup

The ReProVide demo shows a ReProVide cluster consisting of 2 RPUs (see Fig. 2a) and an
Intel(R) Core(TM) i9-13900K host computer. The demo also includes a monitor connected



to the host that displays the ReProVide dashboard (see Fig. 2b). The dashboard can be used
to launch and monitor queries live on the cluster. The RPUs and the host are connected via
a 10 GBit network. In addition, a 1 GBit network is used, through which the host is able to
control and reconfigure the RPUs.

Xilinx Zynq ZCU106 PSoCs are used for our RPUs. These consist of a programmable logic
and a processing system, which includes a quad-core ARM® Cortex®-A53 applications
processor. The programmable logic is divided into a static region and four reconfigurable
regions. Depending on the application, the associated accelerators are dynamically loaded
onto these reconfigurable regions. The static region contains DMA engines, IP cores for
NVMe and Ethernet interfacing, and interconnection logic. All data is moved between
accelerators and interfaces using DMAs, managed by the ARM CPU.

4 Walkthrough

The ReProVide demo shows the execution of two selected queries from the SKYSHARK
benchmark [LVM23], which was specially developed for testing and evaluating hardware-
accelerated database systems. The SKYSHARK benchmark demonstrates various flight
monitoring analysis applications using real flight tracking data collected by OpenSky
Network. The following two queries were selected from the benchmark for the ReProVide
demo:

1 SELECT id,icao24,callsign,longitude,latitude,baro_altitude
2 FROM states
3 WHERE squawk = 1000 OR squawk = 7120 OR squawk = 7637

Query 1: Searches for flight data tuples with specific transponder codes (squawk).

1 SELECT id,icao24,callsign,longitude,latitude,baro_altitude
2 FROM states
3 WHERE baro_altitude > 10668.0 AND
4 (vertical_rate < -0.33 OR
5 ((squawk = 8600 OR squawk = 1000) AND vertical_rate < 10.15))

Query 2: Searches for flight data tuples with a more complex filtering condition based on altitude,
vertical velocity, and transponder code.

The QEPs of both queries are a sequence of parse, selection 𝜎, and projection 𝜋 operators,
and consequently follow the form as also depicted in Fig. 3 (left). The ReProVide optimiser
creates various execution plans for each query and then selects the plan that best meets the
given requirements regarding response time, throughput, and energy consumption. A cost
model specifically designed for such FPGA-accelerated systems is used to quickly evaluate
and compare different plans. In this demo, however, we want to run several of the possible
execution plans one after the other in order to observe their effect in the optimisation



objectives. Different plans execute different shares of operators either on the RPU or on the
host, as indicated in Fig. 3 Plans A to D.
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Fig. 3: Example of a logical query execution plan (left) and four possible execution plans for partitioning
operators (parsing, selection 𝜎, projection 𝜋) between RPU and host.

To execute operators on the RPU, a variety of accelerator cores were developed for ReProVide,
focusing on the processing of semi-structured data such as JSON [Ha22; Ha23; Ha24;
HWT22; HWT23; HWT24]. These accelerators are perfectly suited for the SKYSHARK
benchmark, which also relies on JSON-encoded input data. When the optimiser selects
an execution plan, an accelerator is automatically generated and synthesized for all RPU
operations in the given plan. Unfortunately, the generation of accelerators at runtime cannot
be shown, as this would consume too much time. However, for a Big Data application
that runs for hours or even weeks, 10 minutes to synthesize a custom accelerator may be
considered reasonable..

In the demo, the four different plans from Fig. 3 are executed one after the other for each
of the two queries. For execution plans B, C, and D, the corresponding accelerators were
synthesized in advance. No accelerator is required for plan A, as the loaded data on the RPU
is transmitted unprocessed. At the start of a demo run (i.e., execution of a query plan), the
required accelerator is loaded into a free reconfigurable area on the FPGA using dynamic
partial reconfiguration for plans B, C and D. For plan B, the accelerator will parse the
incoming JSON data into a C-struct format. In plan C, the accelerator will additionally
apply the select operator to filter out unwanted records. Finally, in Plan D, the accelerator
also applies the projection operator, reducing the number of attributes and, hence, the total
amount of data passed to the host.

After reconfiguration, a 4 GB JSON file is read from an NVMe SSD. The read data is
transferred to the accelerator via DMAs, where data is continuously processed. The result
data of the accelerator is again moved via DMAs to the 10 GBit interface for further
transmission to the host. For execution plan A, the data is transferred directly from the
NVMe to the Ethernet interface. The remaining processing steps are then performed on



the host (see Fig. 3). Finally, the query result tuples are plotted live on the dashboard and
latency and throughput statistics are displayed.

5 Evaluation

When running the demo, the results of each execution plan run are displayed on the
dashboard. The evaluation results of a full demo execution are shown in Tab. 1 (not all the
information shown is logged in the live demo).

Tab. 1: Evaluation results from the demo execution.

execution
time [s]

response
time [s]

throughput
[kT/s]

avg. power [W] total† energy
[kJ]RPU host total†

Q1

A 400.0 1.17 2954 26 114 162 64.66
B 12.8 3.25 91944 26 74 122 1.57
C 9.3 3.29 126979 26 70 119 1.11
D 8.7 3.17 136153 26 66 114 0.99

Q2

A 400.2 1.14 891 26 114 162 64.67
B 13.5 3.19 28702 26 76 124 1.68
C 8.9 3.18 43535 26 66 115 1.02
D 8.3 3.14 46626 26 67 115 0.96

† total power/energy includes RPU, host and switch.

The energy measurements were taken using a socket power meter and therefore cover the
entire system, including the power supply. It can be observed that the more operators are
accelerated on the RPU, the more the throughput increases and the energy consumption
decreases. The biggest improvement can be observed between Plan A and Plan B, stemming
from the acceleration of compute-intensive JSON parsing. The high CPU utilisation of the
host is also reflected in its power consumption. For plan C and D, the CPU utilisation and
thus the CPU power consumption is only slightly reduced. However, by reducing the data
movements, an additional significant improvement in execution time (i.e., start to last tuple),
throughput and energy consumption can be achieved.

The response time (i.e., start to first tuple) shows an increase of about 2 seconds from plan
A to the other plans. This increase is due to the additional time required to reconfigure the
FPGA with the new accelerator when starting the query.

6 Conclusion

The presented demo elucidates that FPGAs are beneficial for processing data close to the
source in Big Data applications. As a result, the CPU is relieved and unnecessary data
movements are prevented, positively impacting throughput as well as energy consumption.
The freed CPU cycles can then be used to scale across multiple RPUs in order to serve
multiple tenants.
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